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In this exercise we study the notion of convexity. Let X be a vector space over IK. A subset
M C X is called convex, if for all p € [0,1] and all z,y € M we have that

pr + (l—-py € M. (1)

Let M C X be a convex set. A function F': M — R is called convex on M, if for all p € [0, 1]
and all z,y € M we have that

Flpz + (1-p)y] < pFla] + (1—p)Fly). (2)
I is called concave, if —F' is convex.
Problem 4.1 (6 Points): Let X be a K-vector space, M C X be a convex subset and
F : M — R be a convex function on M. Prove Jensen’s inequality for the following special

case: Let N € N and py, pa, ..., px > 0 a probability distribution on Z¥, i.e., Zgzlpn =1. and
T1,%2,...,xN € M be an arbitrary collection of points in M. Then

F[ip x} < ipmmn]. 3)

Hint: Induction in N.

Solution.
We may assume w.l.o.g. that p1,...,pn > 0 are strictly positive. For N = 1 there is nothing to
prove. For N =2 we have that po = 1 — p1 and the assertion follows from (2) with p := p1,

Flpizy + pawa] = Flpizr + (1 — p1)as] (4)
<piFloy] + (1= p1)Fla] = p1 Fl] + pa Flaa].
Now assume (3) to hold true for N —1 > 2 and define

N-1
pi=Y.pPn = l-p=pn. (5)
n=1
Eq. (2) implies that
N N—-1 NoL
F[anxn] F[p(zp"x) + (1p):cN] < pF{ ;zn} + (1-p)Fley]
n=1 n=1 n=1
N1
= pF[ f l’n] + pn Flay] (6)
n=1



Moreover, {p—pl, ceey %‘} C (0,1) is a probability distribution of N — 1 weights, and by induction
we obtain

N—-1 N-—
F[ZZZ%L]‘FPNFQUN <p Z
n—1 n—

P p Flz,) + pn Flan] (7)
1 p

N—-1

:(an l‘n)-i-pNFxN an [Tn] -
n=1

Problem 4.2 (12 Points): Let d € N and H = C? be the complex d-dimensional Hilbert
space with unitary scalar product. Furthermore let F': R — R be a convex function.

(i) Show that the subset SA(H) := {A € B(H)|A = A*} C B(H) of self-adjoint operators on
H is a convex subset of B(H).

(ii) Let A € SA(H) be a self-adjoint operator on H and = € H a normalized vector. Show that
F[(z|Az)] < (x| F[A]z). (8)
(iii) Show that the map SA(H) — R, A — Tr[F(A)], is convex.
Solution.
(i) Let A, B € SA(H) and p € [0,1]. Then [pA+(1—p)B]* = pA*+(1 —p)B* = pA+(1—-p)B
and hence pA+ (1 — p)B € SA(H), so SA(H) is conver, indeed.

(ii) Since A = A* is self-adjoint, there is an ONB {cpj d_, C H of eigenvectors with corresponding
etgenvalues \i,..., g € R such that

d
A=Y Ao sl (9)
j=1
It follows that
d d
(@lAz) = DN (zles) (pile) = DN (zle;)). (10)
j=1 j=1
Moreover, since x € ‘H s normalized,
d d
Y HzlepP = D (ales) (pslz) = (zlz) = 1, (11)
Jj=1 j=1

and pi,...,pa € [0,1] given by p; := |(z|p;)|* define a probability distribution. Applying
Jensen’s inequality (3) with these weights and random variables A1, ..., A4, we obtain

d

d
Flielda)] = F| EltelepP | < 3 Ll £l
d

< (ZF 1ei){e; )x> = <x‘F[A]x>, (12)

by the spectral theorem (functional calculus).

(111) Let A, B € SA(H) and p € (0,1). Since pA + (1 — p)B is self-adjoint, there exist an ONB
{z; }?:1 C H of eigenvectors of pA+(1—p) B with corresponding eigenvalues p1, . .., uq € R.



We use this basis to calculate the trace of F[pA+(1—p)B], which is the sum of its eigenvalues

Flus],
d d
Tr(FlpA+ (1 =p)B]) = > Flu] = 3 Fl(wllpA+ (1 —p)Blz))]
= D FlplajlAa;) + (1= p)(a;|Bxy)] (13)

F[(z;|Bz;)] ,

ISR

d
<p ZF[@HA%)] + (1-p)

<
Il
—

where the inequality is a consequence of the convexity of F. On the other hand, for j € 74,
Eq. (8) implies that

F[(zj\Azjﬂ < <xj|F[A} zj> and F[(xj\Bxﬁ] < <xJ|F[B] zj>. (14)
Summing these inequalities over j € Z<¢, we arrive at
d d
Te(FlpA+(1=p)B) <p > Fllz;lAw;)] + (1=p) 3 F[(@;|Bes)]
d d
<0 Y (il FlAe) + (= p) 3 (o FIB)ay)
=pTr(F[A]) + (1-p)Tx(F[B]), (15)

which is the asserted converity of A — Tr(F[A]).

Problem 4.3 (6 Points): Let d € N and H = C¢ be the complex d-dimensional Hilbert space
with unitary scalar product and A, B € SA(H) be two positive operators. Show that

Tr(AB) > 0 and that {Tr(AB) —0 = AB= o}. (16)
Solution.
Since A = A* > 0 is self-adjoint and positive, there is an ONB {y; ?:1 C H of eigenvectors
with corresponding eigenvalues A1, ..., \qg > 0 such that
d
A =D N leiesl- (17)
j=1

Using this basis to compute the trace of AB, we obtain
d

Tr(AB) = > A (¢;|By;) > 0, (18)
j=1

since (pj|By;) >0, as B = B* > 0 is positive, too.
Since \j (¢j|Bp;) >0, for every j € Z¢, we observe that Tr(AB) = 0 implies that
. 2
VieZi: N|[VBesl|T = AilpilBes) = 0, (19)
where /B > 0 denotes the square-root of B (defined by functional calculus). Hence, for k, 0 € 74,

we have that

HenlABoo)> = A [(erlBeo)l* = M |(VBer|VBeo)|? < M ||[VBe| ||[VBee|| = 0(7
2

by (19). Thus, all matriz elements (ox|AB @) of AB w.r.t. the ONB {¢;}}_; C H vanish.

Since any two vectors 1, ¢ € H are linear combinations of these basis vectors, it follows that

Vi, peH: (Y|ABg) = 0, (21)
which is equivalent to AB = 0.



