Homework Problem Set 1 for the Lecture
Introduction to Quantum Information Theory

Prof. Dr. Volker Bach
TU Braunschweig, Institut fiir Analysis und Algebra

problem sheet uploaded on 08-Apr-2025.
- admissible format of homework is a scan of a handwritten document converted to PDF,

submission of homework by e-mail to v.bach@tu-bs.de until 15-Apr-2025,

discussion of the solution in the tutorial on 17-Apr-2025.

Problem 1.1 (6 Points): Let 7, %o, &3, T4, T4, ¥1, U2, ¥3 € R® be the vectors
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and define the subspaces U,V C R® by U := span{¥y, T2, T3, T4} and V := span{iji, iz, 3}
(a) Determine a basis of U.
(b) Determine a basis of U + V.

(c) Determine a basis of UNV.

Solution.
(a) Let ay,...,a4 € R bereal numbers such that a1 +. ..+ au@y = 0. Then oy, ..., a4 solve
the system
20&1 —Q9 +043 —Qy = 0 5
23 H+a4 = 0,
3ap +Hbay —as = 0, (1)
—a1 H4as a3 +3ay = 0,
(651 +80(2 “+a3 +40&4 = O,
of linear equations. From the second equation we directly obtain oy = —2a3 which, inserted
in the other equations, yields
—a; +4ay —daz3 = 0,
2001 —ay +3az = 0, (2)
31 +4as —a3 = 0,
a1 +8as —Tas = 0,



which is equivalent to

—o1  +H4as —5ag = 0,

70(2 —7C¥3 = 0 5
160(2 —16(13 = 0 5 (3)

120[2 —120[3 = 0.
From this we get a3 = @ and finally as = —a;. Choosing a; := —1 yields ag = az =1
and a4 = —2. Thus Z; can be written as a linear combination of s, Z3,Z4, namely,

T = Zo + T3 — 2T4.

Moreover, our computation shows that if oy = 0 then the only solution of as@y + 33 +
47y = 01is ap = a3 = ay = 0. This proves that {1, Z», 3} C R is linearly independent.
Furthermore, U = span{¥;, &a, ¥3, T4} = span{Zs, T3, T4} and hence {Zs,Z3, %4} C U is a
basis.

We first construct a basis of V. Let 1, 82, 3 € R be real numbers such that f1y1 + S22 +
Bsys = 0. Then 1, B2, B3 solve the system

381 +pBe =
=361 +3B2 4603
561 +B2 B3
361 =582 —903
—B1 +3B82 4583 =

of linear equations. From the first equation we directly obtain S = —3/3; which, inserted
in the other equations, yields

; (4)

Il
coococo

—128, +6083 =
281 —p3 =
1881 —983 =
—10681 4583 =

and hence 83 = 28;. Choosing 81 := —1, we obtain 5, = 3, f3 = —2, and thus y; =
3y2 — 295.

Moreover, our computation shows that if 3; = 0 then the only solution of B39 + 8373 = 0
is By = B3 = 0. This proves that {i», 73} C R® is linearly independent. Furthermore,
V = span{#1, U2, Y3} = span{iy, ¥z} and hence {2, 73} C U is a basis.
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Let v1,...,75 € R be real numbers such that ~v;Zs + Y223 + V3%4 + Yale + V593 = 0. Then
Y1,--.,75 solve the system

-n +r2 Yt = 0,
2v2 +7v3 3 46y = 0,
4y —72 +u —-v» = 0, (6)
dyy 42 +3v3 by -9 = 0,
81 +7v2 +4vs +3y +5v = 0,
of linear equations, which is equivalent to
3 —Y3  +27 - = 0,
871 +v3 454  +4v = 0,
4y =7 +v - = 0, (7)
871 +3y3 —4y4 —105 = 0,
3 ty o ty o= 0,
of linear equations, which is equivalent to
3 -3 27 - = 0,
11’}/1 +7’}/4 +3’)/5 = 0,
4yvi —2 +74 - = 0, (8)
Iy +2v4 13y = 0,
671 +3v4 = 0.



This implies that v4 = —2+; which, inserted in the other equations, leads to

-n —73 - = 0,
*3’}/1 +3"}’5 = 0 s
9
21 =2 - = 0, ©)
137, 13y; = 0.

This implies that 5 = «; which, inserted in the other equations, leads to

_2’71 -3 = 0 ’
10
12 = 0, (10)

ie, v2 =7 and v3 = —2v;. In summary, we have vo = 71, 73 = =271, 74 = —271, and
~v5 = 1. Choosing v; := —1, we obtain ¥y = —3 + 274 + 2y> — ¥3 as a linear combination
of T3, Ty, 42, y3. It follows that

U+V = Span{£27f37f4vg27g3} = Span{f3,f4ag27g3}' (]‘]‘)

Moreover, our computation shows that if 3 = 0 then the only solution of vo@'3 + v3Z4 +
Ya¥a + V573 = 0 is 42 = v3 = 74 = 75 = 0. This proves that {3, Z4, 72, ¥3} C R® is linearly
independent. Eq. (11) and this linear independence imply that {Zs3, Z4, 92,93} C U + V is
a basis.

Any vector £ € U NV can be written as a linear combination of {Zs,Z3,#4} and of
{¥2, Y5}, i-e., there are numbers n1,72,m3,7m4,75 € R such that & = n1&s + 1223 + 1374
and & = —nuio — 1n5Y3, and hence also 1 &s + 1223 + 1N3T4 + Nl + N5Ys = 0. We already
determined all solutions of this system in (b), namely,

{0, 2,03, 04,m5) € B® | @2 + nofs + 03T + mafo + 1553 = 0}
= {(t, t, —2t, -2, t) | t e R}. (12)

It follows that & = —nut> — N593 = (242 — ¥3), for some t € R. Furthermore, any real
multiple of 2y — ¢3 isin UNV, and 29> — i3 # 0, since 4> and 3 are linearly independent.
Hence, {29> — 3} C U NV is a basis and

2
0
Unv =R-| 3 = R-7;. (13)
-1
1
Problem 1.2 (6 Points): Let
2 79 1 2 3
A= 11 2 3 and T = |4 5 6
2 5 1 7 8 9

be two real 3 x 3 matrices.

(a)

(b)

Calculate the determinant of A and decide whether A is invertible or not. If A is invertible
then compute the matrix inverse of A.

Calculate the determinant of 7" and decide whether T is invertible or not. If T is invertible
then compute the matrix inverse of T

Solution.

(a)

We first compute the determinant of 7" using Sarrus’ rule, which yields

det(A) :=2-2-147-3-249-1.5-9-2.2-2.3.5-7-1-1
—4442+45-36-30—7 = 18. (14)



Since det(A) # 0, the matrix A is invertible. There are several ways to calculate the inverse;
we use the matrix of the minors.

o1 = det(g :15) =2-1-3-5 = —-13, (15)
a1 = det(; ?) =1-1-3-2 = -5, (16)

a1 ;detG 2)1.52-21, (17)
g1 = det(g El)) =7-1-9.5 = -38, (18)
Qg9 = det(; ?) =2-1-9-2 = -16, (19)
Qs = det@ g) = 2.5-7-2 = -4, (20)

asy = detG g) =7.3-9.2 =3, (21)
Qg = det(i g) =2-3-9-1= -3, (22)
Qg3 = det(? g) =2.-2-7-1=-3. (23)

The inverse of A is now given as (A’l)k_e = [det(A)] 71 (=1)k**ay &, which implies that

L (-1 383
A7l = = 5 —16 3. (24)
18
1 4 -3

(b) We first compute the determinant of T using Sarrus’ rule, which yields
det(T) =1-5-942-6-7+3-4-8-3-5-7—1-6-8—2-4-9
=45+ 84+96—105—-48 — T2 = 0. (25)

Thus T is not invertible.



